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1. (20pts) Quicksort is a basic sorting algorithm. (a) Please describe how it works. (b) Please analyze its
time complexity in the worst case and in the average case.

2. (20pts) TCP has multiple congestion-control strategies. The followings are two basic mechanisms.
Please describe their concepts: (a) congestion window (b) slow start.

3. (10pts) Please design a recursive version of a function to calculate the factorial of a positive integer », i.¢

nl=1x2x3x, . xn.

4. (20pts) The following figure depicts a fully-connected neural network for recognizing handwritten digits
(ie. 0,1,2,...,9), which contains 1 input layer, 3 hidden layers, and 1 output layer.

x5+ j-th neuron of i-th layer

output layer

hidden layers {10 nodes)

{16 neurons / layer)
input layer
(256 nodes)

The input layer has 256 nodes, each of which represents an 8-bit pixel of a 16*16 grayscale image.

B Each of the 3 hidden layers contains 16 neurons, which computes a weighted sum of all nodes in
its precedent layer, adds a bias value, and performs ReLU activation (i.e. the result remains the
same if it has a positive value; otherwise the result becomes 0). In other words, the j-th neuron of
the i-th layer: x;; computes max(Eﬁ';{} Xim1k X Wijre + byj 0), where N=256 for i=1 and N=16
for i=2 & 3.

B The output layer has 10 nodes, each of which represents a digit (i.e. 0, 1, 2, ..., 9). The j-th output

node X4 computes Y12, Xay X Wy + by without ReLU. The output with the maximum value

will be the inference result.

(a) Write a C program to compute the 10 outputs (represented in IEEE single-precision floating-point
format) from the 256 inputs (represented in unsigned char). Assume weights and biases are
represented as single-precision floating-point numbers.

(b) How many weights and biases are needed respectively to compute the outputs of the neural
network shown above for one 16*16 image?
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3. (30%) Due to cost issues, a practical system usually implements only a fraction of required memory on
chip and manages on-chip and off-chip data movements with the cache mechanism.

(a) Assume there is only a 1KByte SRAM on chip for the weights in Problem 4 (assume biases are
handled independently), and a design team decides to implement a direct-mapped cache to manage
this 1Kbyte on-chip SRAM (all weights are stored off chip). Assume one cache block stores
32-byte data. What are the on-chip storage required in addition to the 1Kbyte SRAM to implement
the direct-mapped weight cache? (Hint: cache tag ... )

(b) What is the miss rate of the weight cache in (a)? What is the type of cache miss (i.e. compulsory,
conflict, or capacity)?

(¢) Describe an effective method to improve the weight memory organization in (a) under the same
cost constraint,




